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ABSTRACT
Artificial intelligence (AI) algorithms are making remarkable
achievements even in creative fields such as aesthetics. How-
ever, whether those outside the machine learning (ML) com-
munity can sufficiently interpret or agree with their results,
especially in such highly subjective domains, is being ques-
tioned. In this paper, we try to understand how different user
communities reason about AI algorithm results in subjective
domains. We designed AI Mirror, a research probe that tells
users the algorithmically predicted aesthetic scores of pho-
tographs. We conducted a user study of the system with 18
participants from three different groups: AI/ML experts, do-
main experts (photographers), and general public members.
They performed tasks consisting of taking photos and reason-
ing about AI Mirror’s prediction algorithm with think-aloud
sessions, surveys, and interviews. The results showed the
following: (1) Users understood the AI using their own group-
specific expertise; (2) Users employed various strategies to
close the gap between their judgments and AI predictions over
time; (3) The difference between users’ thoughts and AI pre-
dictions was negatively related with users’ perceptions of the
AI’s interpretability and reasonability. We also discuss design
considerations for AI-infused systems in subjective domains.

Author Keywords
Artificial intelligence, aesthetic evaluation, algorithmic
experience, neural image assessment, AI in subjective fields

CCS Concepts
•Human-centered computing → Human computer inter-
action (HCI); User studies;

INTRODUCTION
The recent advances in machine learning (ML) algorithms
have been leading to a greater interest in artificial intelligence
(AI) than ever before from not just those in the academic and
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industrial fields but also the general public. In the areas of
computer vision [10, 64], speech recognition [20, 25], and
natural language processing [43, 63], the performance of a
large number of AI algorithms is already comparable to that
of human experts [23, 36, 43]. Additionally, they are expand-
ing into creative areas such as writing [5] painting [21, 61],
and composing [9, 29], which have been considered uniquely
human activities. AI technology can even be applied to fields
that are very subjective and can be interpreted differently by
different people, like aesthetic evaluation [65]. Nowadays,
these kinds of remarkable developments of AI technology and
its various uses are commonly seen through the media.

However, the application of AI algorithms to such creative
but highly subjective domains raises questions about whether
the various people or groups surrounding them can commonly
understand them or sufficiently agree on them. Both subjec-
tive domain expertise, as well as AI expertise, could result
in entirely different interpretations and understandings of the
output of a creative AI algorithm. Current AI algorithm stud-
ies, however, are relatively less concerned with differences in
perspectives on these things and still focus on improving their
performance and producing experimental results. Moreover,
AI algorithms sometimes do not fully explain their internal
principles, which is sometimes referred to as the black box
problem [3, 8, 32]. In situations in which people cannot ac-
cept the results of AI algorithms, if the transparency of an
algorithm is not ensured, its users may lose confidence in the
algorithm and not be immersed in it [24, 60].

With this as a background, we aim to investigate how dif-
ferent users reason about the results of an AI algorithm and
discuss human-computer interaction (HCI)/user experience
(UX) considerations in the design of AI-infused user inter-
faces. First, we designed a research probe, AI Mirror, a user
interface that tells users the algorithmically predicted aesthetic
scores of photos based on a deep neural network model (Figure
1). Then, we conducted a user study using both quantitative
and qualitative methods. We recruited a total of 18 partici-
pants consisting of a well-balanced mix of AI/ML experts,
photographers (domain experts), and members of the general
public. They performed a series of tasks consisting of tak-
ing photos using AI Mirror and reasoning about its algorithm
with the think-aloud method and survey. In the survey, we
collected users’ expected scores for their pictures and their
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interpretability and reasonability ratings for the AI’s scores.
We also conducted semi-structured interviews about how users
experienced the system. The results from the study can be
summarized as follows:

• According to their group (i.e., experts, photographers, gen-
eral public), users showed different characteristics in rea-
soning about the subjectivity of the AI algorithm. They
understood the AI using their own group-specific expertise.

• The group of photographers reported the highest scores
in perceived interpretability and reasonability of the AI’s
aesthetic scores. On the other hand, the AI/ML experts had
difficulty interpreting them and considered them relatively
unreasonable.

• If there was a difference between the users’ thoughts and
the AI’s predictions, they had difficulty interpreting the AI’s
predictions and considering them reasonable.

• Users adopted their own personal strategies to infer the AI’s
principles of evaluation, such as making subtle changes to
various picture elements and extending their ideas through
various examples.

• While interacting with the AI, users wanted it to be highly
interpretable. They wanted to actively communicate with
the AI to understand the nature of the subjectivity of its
algorithm.

Based on these findings, we discuss design considerations for
AI-infused user interfaces that convey subjective results, such
as aesthetic evaluations, to users.

The main contributions of this work to the HCI community
are as follows:

• A research probe for a black-box-like situation based on
neural networks that allows users to experiment with an AI
algorithm and develop their own subjective thoughts about
it.

• Experimental results showing how the unique characteris-
tics of users affect the process of inferring the outcomes of
the AI in a subjective area in terms of group, strategy, and
communication.

• Design implications for intelligent user interfaces that de-
liver a variety of interpretable results, which could be uti-
lized by both the AI/ML and HCI communities.

RELATED WORK
This section addresses the related work of this study with three
key topics: (1) Interpretability of AI algorithms; (2) sense-
making and gap between users and AI algorithms; and (3) user
control in intelligent systems.

Interpretability of AI Algorithms
Despite the remarkable advances of AI algorithms with the
development of deep learning (DL), it has been pointed out
that it is relatively difficult to understand how the internal
principles and mechanisms of the algorithms work [3, 8, 32].
To elucidate the principles of the algorithms, researchers of

the AI/ML community have conducted various studies [30, 39,
59, 66]. Some research has been conducted on the topic of
explanatory AI (XAI) [1, 13, 19, 22, 45]. As algorithms extend
to the domain of human creativity, where people can have
various subjective interpretations, the issue of interpretability
is becoming even more pronounced.

The HCI community has also regarded algorithms as an im-
portant research topic [14, 16, 38, 48]. In particular, many
studies have focused on the fairness and transparency of algo-
rithms [18, 26, 35, 54, 60, 68] along with their interpretability.
Some studies suggest that algorithms could often be less ob-
jective than required, increasing bias [6, 50]. Users’ concerns
about the bias and opacity of algorithms can potentially affect
their trust in the user interfaces that operate on them as well
as the algorithms themselves [15, 69].

Beyond the individual user level, the problem of algorithms
can be extended to issues of various groups surrounding AI
technology [69]. AI technology involves a wide range of
stakeholders [12], not just technical experts but experts in a
variety of specialized domains and the general public who
could potentially use the technology. In this sense, when
planning or creating AI-infused services or products, it is
necessary to consider various stakeholders rather than simply
taking a user-centric perspective [53]. This becomes even
more important in relation to the expansion of AI technology
into not only simple and repetitive tasks but also subjective
domains that can be interpreted in diverse ways by the various
groups involved.

Sense-making and Gap between Users and AI Algorithms
Sense-making is a set of processes initiated when people rec-
ognize the inadequacy (gap) of their current understanding of
events [31, 55]. In this situation, individuals build, verify, and
modify their mental models to account for the unrecognized
features. Since the concept has been considered a framework
to understand the interaction between people and information
technology [33, 42, 47, 56], numerous studies have used it as
a research method [11, 44] or introduced interactive systems
for supporting it [57, 62].

The concept and framework could also be applied to the un-
derstanding of how people reason about the results of AI
algorithms. As AI algorithms are producing and communicat-
ing results that go beyond what people can understand, there
could be differences between the results of AI and human
perceptions, especially in subjective domains. Looking at the
processes people use to reduce the differences between their
thinking and the results of AI algorithms can provide impor-
tant information about how people interact with AI algorithms
and AI-infused interfaces.

User Control in Intelligent Systems
In the HCI community, there has been discussion of how users
and automated systems communicate [58]. Some have con-
ducted research based on the idea of developing an adaptive
and intelligent agent that automatically responds to user be-
havior [28, 40]. In contrast, other groups of scholars have
argued that a system encouraging users’ ability to manipulate
interfaces directly should be considered [2]. In addition, a
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mixed-initiative viewpoint has been raised that combines the
two to take advantage of each [4, 17, 27].

Recent advances in AI algorithms have rekindled interest in
these discussions, since AI algorithms can now respond to
user behavior more intelligently than ever before and users
are communicating in new ways rather than simply manipu-
lating the interfaces. In particular, as AI is used in subjective
fields that can be interpreted in various ways, multi-faceted
analysis, in-depth understanding, and independent implica-
tions on the interaction between users and AI in the field are
required. In this study, we closely observe and analyze the
interaction between the user and AI algorithms to see if control
and communication could provide value to users and extend
this discussion.

Research Questions
Based on this background, we would like to address the fol-
lowing research questions in our paper.

• Can users regard the results of AI in subjective domains as
interpretable? Can they feel that the judgments made by AI
algorithms are reasonable?

• What difference does expertise (domain expertise and
AI/ML expertise) make when users interact with AI?

• Can users narrow the difference between their thoughts and
AI predictions through constant interaction with AI?

• How do users want to control and communicate with AI
algorithms that provide information on subjective domains?

AI MIRROR
To address the research questions, we designed a research tool,
AI Mirror.

Design Goal
In the design of the research tool, we aimed to create an inter-
face that provides users with a black-box-like situation where
they can interact with AI algorithms but do not know exactly
how they work. In order to answer our research question,
the domain being explored had to fit a couple of parameters:

(1) introducing state-of-the-art neural network algorithms that
provide results but do not provide details about the calculation
process and (2) selecting a topic that allows users to produce
their own artifacts and interpret the results of AI on them.
Among the creative and open-ended domains, we selected aes-
thetics. We reviewed Augury [34], which evaluates a website’s
design by calculating the complexity and colorfulness of the
website with a database of aesthetic preferences, and used the
concept in the design process. Finally, we created an interface
that can predict the aesthetic quality of photographs provided
by users based on a state-of-the-art neural network algorithm
and named it "AI Mirror" (Figure 1).

Image Assessment Algorithm
In the design of AI Mirror, we utilized Google’s Neural Im-
age Assessment (NIMA) [65], an AI algorithm to predict the
aesthetic quality of images. This convolutional neural net-
work (CNN) is trained to predict which images a typical user
would rate as looking both technically good and aesthetically
attractive. Specifically the algorithm trained both the AVA
dataset [46] and the TID2013 dataset [52]. The former con-
tains about 255,000 images, rated based on aesthetic qualities
by amateur photographers and the latter contains 3,000 of
test images obtained from 25 reference images, 24 types of
distortions for each reference image, and 5 levels for each
type of distortion. Instead of classifying images according to
low/high scores or regressing to the mean score, the NIMA
model produces a distribution of ratings for any given image
on a scale of 1 to 10 [65]. In the process of creating AI Mirror,
we refined it through repeated ideation and revision. we identi-
fied that as the mean scores of given images approximated the
normal distribution, the scores concentrated on the average,
and extreme values were rarely found. Since it was possible
that users could not perceive the difference between the good
and bad pictures, we performed a linear transformation of the
normal distribution so that users fully utilized the algorithm in
the experiment.

Design of User Interface
AI Mirror was developed as a web application that works on a
mobile web browser and uses a camera and photo album. The
user interface of AI Mirror is composed of four main views:

Figure 1. We designed a research probe, "AI Mirror," a user interface that tells users the algorithmically predicted aesthetic scores of photos based on
a deep neural network model. To investigate how different users reason about the results of an AI algorithm, we conducted a user study of the system
with 18 participants from three different groups: AI/ML experts, domain experts (photographers), and general public members.
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guide view, photo selection view, evaluation view, and review
view (Figure 1).

• Guide view: This screen is the first screen of the user inter-
face and provides a basic explanation of the system with a
simple concept image. A user can start using the system by
entering his or her username.

• Photo selection view: On the next screen, the user can select
a picture to be evaluated by the AI. In the process, the user
can select one of two functions: (1) taking a picture with
the camera app and (2) selecting a picture from the photo
album. If the user chooses the former, the camera of the
smartphone is activated so that the user can take a picture.
If the user selects the latter, the photo album is activated so
that the user can browse pictures and select a picture.

• Evaluation view: Right after taking or choosing a picture,
AI Mirror shows the user the aesthetic score of the picture
on a 10-point scale, stating in text, “I think the aesthetic
score for this photo is 8.99.”

• Review view: In this view, the user can view the pictures
that have been evaluated by the AI so far. Photos are pre-
sented in a tile layout. If the user selects a photo, the photo
is enlarged in the pop-up window. The aesthetic score is
displayed at the bottom of the photo.

STUDY DESIGN
To understand how users interact with the system, we designed
a user study with a mixed-methods approach using both quan-
titative and qualitative methods.

Participant Recruitment
In recruiting participants, we sought to balance the following
three groups: AI/ML experts, photographers, and the general
public. We set specific recruitment criteria for each group.
First, the AI/ML experts group included only those who had
majored in computer science-related areas, such as ML and
DL, or had experience as specialists in related fields. The
group of photographers included professional photographers,
people with training in photography, or non-professional pho-
tographers who had more than 10 years of photography expe-
rience. In particular, each group included only those without
expertise in the area(s) of the other expert group(s). For the
general public group, people who did not have these types
of expertise were sought. We first posted a recruiting doc-
ument on our institution’s online community and then used
the snowballing sampling method. We recruited a total of 18
participants, with the same number of participants for each
group (Table 1). Some of the recruited AI experts ran AI-
related startups, some had authored papers for top conferences
in computer vision, while others were involved in related in-
dustries with relevant knowledge and expertise. The recruited
photographers were people with more than 10 years of pho-
tography experience.

Experimental Settings
In the user study, we used a dedicated device, the iPhone X,
as the main apparatus to control the experiment by providing
the same conditions to all participants.

ID Sex Age Characteristics

A1 M 37 CTO of video AI startup (author of CVPR paper)
A2 M 35 CEO of video AI startup (author of CVPR paper)
A3 M 32 CTO of sound AI startup (author of DCASE paper)
A4 M 29 AI Researcher (teaching ML/DL experience)
A5 F 26 AI Researcher at IT center (majoring in ML)
A6 F 24 AI Researcher at IT company (AI field strategy)

P1 F 34 Photographer (10 years of field experience)
P2 F 30 Amateur photographer (took camera course)
P3 M 34 Photographer (10 years of field experience)
P4 F 31 Photographer (10 years of field experience)
P5 M 30 Amateur photographer (11 years of experience)
P6 F 29 Photographer (majoring in fine arts)

N1 F 36 Administrative worker
N2 M 34 Researcher (urban planning)
N3 F 25 Nursing teacher
N4 F 32 Graduate school student (communication studies)
N5 M 28 English teacher
N6 M 28 Graduate school student (business)

Table 1. Participant information. (IDs: “A” = AI/ML expert, “P” =
photography expert, “N” = no expertise (general public).)

Since the experiment was done in the laboratory, it was neces-
sary to prepare a variety of objects and additional material that
participants could use to take pictures. Various objects of dif-
ferent colors and shapes (e.g., a yellow duck coin bank, a green
android robot figure, a blue tissue box) were prepared so that
users could combine various colors and attempt various com-
positions with them. In addition, we prepared backdrops so
that users could keep the background clean and clear. We also
prepared a small stand light. This setup allowed participants
to freely take various photos. Meanwhile, to satisfy the users’
various photo selection needs, we entered many pictures in
the photo album of the experimental device beforehand. This
photo album consisted of pictures that had been evaluated by
AI Mirror in advance. We selected an equal number of images
(10 images) in eight sections scored from 1 to 8 points, and
finally, 80 images were included.

Procedure
In the study, participants completed a series of tasks, including
interacting with AI Mirror and reasoning about its algorithm
with the think-aloud method and survey, and then took part
in interviews. In a separate guidance document of AI Mirror
before the experiment started, we provided the participants
with a detailed explanation of the purpose and procedure of the
experiment. Users were allowed to manipulate the system for
a while to get used to it. On average, the experiments lasted
about 60 minutes. All participant received a gift voucher worth
$10 for their participation.

Task
The main task that participants were asked to perform in the
experiment was to interact with AI Mirror and deduce the
photo evaluation criteria of AI Mirror. Using AI Mirror, the
participants took photos or selected photos from the photo
album, and AI Mirror made aesthetic evaluations of the pho-
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tos. There were no particular restrictions on the number of
interaction trials or experiment times.

Survey
Each time a picture was taken or selected, participants were
asked to respond to the survey. In each trial, we asked partici-
pants to answer three questions. The first asked participants
about the expected score for the aesthetic evaluation of the
photo they had just taken or selected. Just prior to AI Mir-
ror’s aesthetic evaluation of the picture, they were asked to
give their own score on a 10-point scale. The second question
asked participants whether they found AI Mirror’s aesthetic
evaluation score interpretable. Participants rated this on a
5-point Likert scale (1=strongly disagree, 5=strongly agree).
The third question asked participants whether AI Mirror’s
aesthetic evaluation score was reasonable. Likewise, partici-
pants rated this on a 5-point Likert scale (1=strongly disagree,
5=strongly agree). In addition to these three items–expected
score, perceived interpretability, and perceived reasonability–
we measured the difference between the participant’s aesthetic
score (expected score) of the picture and that of AI Mirror. We
also collected the trial number (e.g. trial 1, trial 2) along with
these values to capture temporal changes in values for each
participant.

Think-aloud Session and Interview
We conducted a qualitative study using the think-aloud
method [67] and semi-structured interviews to gain a deeper
and more detailed understanding of users’ thoughts. While
performing the tasks, the participants could freely express their
thoughts about the tasks in real time. We audio recorded all
the think-aloud sessions.

After all tasks were completed, we conducted semi-structured
interviews. In the interviews, the participants were asked about
their overall impressions of AI Mirror, especially focusing on
its interpretability and reasonability. All the interviews were
audio recorded.

Analysis Methods
From the study, we were able to gather two kinds of data:
quantitative data from the surveys and the system logs and
qualitative data from the think-aloud sessions and interviews.

Quantitative Analysis
In the quantitative analysis, we conducted statistical analysis
of the six types of data collected from each participant (group,
trial number (trials), expected score, difference, perceived
interpretability, and perceived reasonability) and tried to iden-
tify significant relationships among and differences between
these variables. We used panel analysis as the main analysis
method, since it is specialized for analyzing multidimensional
(cross-sectional)" data collected "over time (time-series)," and
from the same individuals, which matched the data we gained
from our experiment exactly. Besides, it can run the regression
model of each variable of multidimensional data, so it can pro-
vide more concise and comprehensive results than an ANOVA,
which produces results in an aggregated way without consider-
ing the time effect. Moreover, as we recruited users by group,
we assumed that the unobserved variables were uncorrelated

with all the observed variables and accordingly used a random
effects model.

According to our RQs, we selected difference, perceived inter-
pretability, and perceived reasonability as dependent variables
and made regression models for each DV. The regression mod-
els (1) difference ∼ trials (from trial number) + group, (2)
perceived interpretability ∼ trials + difference + group, and
(3) perceived reasonability ∼ trials + difference + group are
presented in Tables 2, 3, and 4, respectively, with brief sum-
maries of r-square, f-score, and significance levels. Although
difference was used as the independent and dependent variable
depending on the model, it was not used as the IV and DV in
any one model at the same time.

Qualitative Analysis
The qualitative data from the think-aloud sessions and post-
hoc interviews were transcribed, and analyzed using thematic
analysis [7]. In the process, we used Reframer [70], a qualita-
tive research software tool provided by Optimal Workshop. To
organize and conceptualize the main themes, three researchers
used line-by-line open coding. Through a collaborative, iter-
ative process, we revised these categories to agreement and
then used axial coding to extract the relationships between the
themes.

RESULT 1: QUANTITATIVE ANALYSIS
In the case of the statistical analysis results, the emphasis was
on understanding the basic relationship or tendency between
variables. As described above, in each user’s trial, trial num-
ber, difference, user’s perceived interpretability and perceived
reasonability evaluations of the AI score, and the user’s group
were collected. Since we did not set any particular restrictions
on the number of interaction trials, the number of trials among
the participants was slightly varied, with a minimum of 10
and a maximum of 27 (M=14.22, SD=4.48). From 18 partici-
pants, we collected a total of 256 data points for the same set
of variables, which we considered large enough to conduct
panel analysis. Through the analysis on each DV (difference,
perceived interpretability, and perceived reasonability), we
were able to identify significant relations between some of the
variables. We report the results for each regression model in
order. Statistically significant results are reported as follows:
p<0.001(***), p<0.01(**), p<0.05(*).

Difference
First, in the analysis on difference, based on the results shown
in Table 2, we observed that trials had a significant influence
on difference (t-value=-2.66, p<0.01**). That is, as the number
of trials increased, difference significantly decreased, which
means that as users continued to interact with the AI, they
reduced the difference between their expected scores and the
AI’s scores. In addition, although we did not identify any
significant effects of group, we found that there were slight
differences in difference between user groups. Surprisingly,
AI/ML experts showed the biggest difference from the AI
(Mean=2.14), followed by the general group (Mean=2.07),
and finally the photographers (Mean=1.84).

Making AI Work  DIS ’20, July 6–10, 2020, Eindhoven, Netherlands

1173



Variable β̂ Std. Error t-value p-value

(Intercept) 2.611 0.238 10.970 <0.001 ***
Trials -0.049 0.018 -2.656 0.008 **

General public -0.203 0.244 -0.830 0.407
Photographer -0.373 0.236 -1.582 0.115

R2=0.035, Adj. R2=0.023, F(3, 252)=3.02, p-value=0.03*.

Table 2. Results of panel data analysis of difference (difference ∼ trials
(from trial number) + group). Baseline (Intercept) represents the condi-
tion of group of AI/ML experts.

Perceived Interpretability
In the analysis on perceived interpretability, based on the
results shown in Table 3, we observed that difference had a sig-
nificant influence on perceived interpretability (t-value=-7.63,
p<0.001***). That is, as difference increased, perceived inter-
pretability significantly decreased, which means that users had
difficulty interpreting AI scores when there was a big differ-
ence between their evaluations and those of the AI. In addition,
we identified that group had a significant effect on perceived
interpretability, especially for photographers (t-value=4.86,
p<0.001***). The photographer group (Mean=3.90 out of
5) showed a higher level of interpretation of the aesthetic
scores evaluated by the AI compared to the AI/ML experts
(Mean=2.44). Although it was not a significant difference,
the general public (Mean=2.96) also showed a higher level of
interpretation than the AI/ML experts. Meanwhile, trials also
showed a slightly positive effect on perceived interpretability,
but it was not significant either.

Variable β̂ Std. Error t-value p-value

(Intercept) 3.034 0.251 12.090 <0.001 ***
Trials 0.017 0.014 1.280 0.202

Difference -0.334 0.044 -7.615 <0.001 ***
General public 0.488 0.274 1.782 0.076

Photographer 1.323 0.272 4.860 <0.001 ***

R2=0.280, Adj. R2=0.268, F(4, 251)=24.36, p-value<0.001***.

Table 3. Panel data analysis of perceived interpretability (perceived inter-
pretability ∼ trials + difference + group). Baseline (Intercept) represents
the condition of group of AI/ML experts.

Perceived Reasonability
In the analysis of perceived reasonability, based on the re-
sults shown in Table 4, we observed that difference had a
significant influence on perceived reasonability (t-value=-
12.02, p<0.001***). That is, as difference increased, per-
ceived reasonability significantly decreased, which means
that users did not think the AI score was reasonable when
there was a difference between their thoughts and those of
the AI. We also identified that group had a significant effect
on perceived reasonability in the case of photographers (t-
value=3.33, p<0.001***). The photographers gave higher
reasonability scores (Mean=3.74 out of 5) than AI/ML experts
did (Mean=2.43). Although it was not a significant differ-
ence, the general public also gave higher reasonability scores
(Mean=2.92) than AI/ML experts did. On the other hand, tri-
als slightly lowered the perceived reasonability, but it did not
show any significant effect.

Variable β̂ Std. Error t-value p-value

(Intercept) 3.797 0.268 14.156 <0.001 ***
Trials -0.024 0.013 -1.884 0.061

Difference -0.485 0.040 -12.021 <0.001 ***
General public 0.277 0.318 0.872 0.384

Photographer 1.057 0.317 3.334 <0.001 ***

R2=0.410, Adj. R2=0.401, F(4, 251)=43.63, p-value<0.001***.

Table 4. Results of panel data analysis of perceived reasonability (per-
ceived reasonability ∼ trials + difference + group). Baseline (Intercept)
represents the condition of group of AI/ML experts.

To summarize the results of the quantitative analysis, first,
we partially identified that users in different groups showed
differences in the process of interacting with the AI. The group
of photographers showed the highest perceived interpretability
and reasonability among the three groups, with AI experts
having the lowest. Second, users were able to narrow the
gap between their evaluation scores and those of the AI as
they continually interacted with AI. Third, higher difference
between users’ thoughts and the AI’s predictions lowered both
the perceived interpretability and reasonability of the AI.

RESULT 2: QUALITATIVE ANALYSIS
In the qualitative analysis results, we focused on finding de-
tailed features not revealed in the statistical analysis. Here, we
report the characteristics of each group, the strategies users
showed in the reasoning process, and the factors users con-
sidered important in their interpretability and reasonability
evaluations. (The quotes are translated into English.)

People Understand AI Based on What They Know
Through the qualitative analysis, we identified that while in-
teracting with AI Mirror, the participants showed distinctive
characteristics according to their group. In particular, we ob-
served that the vocabulary they used reflected their expertise.
Each participant also attempted a distinct approach in the
process of reasoning.

First, while interpreting the AI’s results, AI/ML experts com-
monly used words that reflected specialized knowledge of ML
and DL, such as “algorithm,” “dataset,” “training,” “model,”
“black box,” “pixel,” “classification,” and “feature,” which
were never mentioned by the other groups. For example, A1
said, “It’s like evaluating a model. It’s like putting unseen
data into the test set and seeing if it works or not.” A6 said,

“There may be some problems with the learning process and
the database. It depends on if it was based on social media
data, like Instagram. You know, colorful photos usually get
a lot of likes.” A5 said, “And I think we should open the
black box if possible and make it a white box.” People in this
group also used their AI/ML expertise in inferring the AI’s
criteria. For instance, A4 said, “I think the boundaries of this
object are not clear. It seems the algorithm is not detecting
this object well. Normally vision technology needs to know the
boundaries of objects.” A4 then edited the photo of a white
egg with a white background by drawing the outline of the
egg. However, unexpectedly, AI/ML experts did not receive
high scores overall and eventually said they were not confident
in their understanding of the AI’s standards. In browsing the
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pictures that he took on the review view of AI Mirror, A2
said, “I do not know why this score is high .... and this is too
low a score.” A3 concluded the experiment by saying, “The
experiment itself is interesting .... but my pictures scored much
lower than I expected.”

Secondly, the photographers interpreted and inferred the re-
sults of the AI using their expertise in photography. They
often mentioned important elements of photography, such as
“light,” “color,” “moment,” “composition,” and “distance,” and
camera controls, such as “focus,” “aperture,” and “lens.” For
example, P2 said, “This picture has a low depth of field, so
I think it will get a higher score than the previous one.” P4
said, “The composition of this picture follows the rule of thirds
well.” P1 said, “The light is concentrated toward the black
background, so this doll is too bright. So I’m going to adjust
the light by touching it on the camera app screen. I often do
this. This makes the background darker and darker.” When
choosing images in photo albums, people in this group also
picked the pictures that seemed likely to get high scores from
the AI, taking advantage of their expertise. Taking the view-
points of the photographer of the picture that he picked from
the album, P3 said, “This is definitely a good picture. The pho-
tographer must be proud of such a beautiful picture. He must
have waited for this moment.” Emphasizing the importance
of photoshopography, P6 also said, “I think this photographer
did photoshopography on this image to express the colors of
various spectrums.” P5 also assessed the quality of the photo
selected from the album by reasoning about the weather at
the time of the picture. Overall, the group of photographers
took or picked high-scoring pictures, often showing expected
scores similar to those of the AI. When he realized that his
score was almost identical to the AI’s score, A1 was surprised,
and he said, “It was creepy. I think this AI is in my head.”

Third, the general public group took pictures in the way
that they typically take pictures without specific professional
knowledge. They mainly took pictures of their favorite ob-
jects from among those prepared for the experiment or chose
pictures of famous landmarks or beautiful landscapes from
the photo album, believing that the AI would appreciate these
pictures. For example, N1 said, “This [a yellow duck coin
bank] is really cute. I’ll take this.” N3 said, “I’m just looking
for a picture that looks pretty. This picture is pretty. Every-
thing in the picture looks pretty. It looks like a house from a
fairy tale.” Looking at the photos in the photo album, N6 said,

“And I think I’ve seen this quite a few times. It’s the Louvre
Museum,” and picked the photo. However, they did not fully
comprehend the scores of the AI. N2 said, “I think there must
be a certain standard ... But I cannot quite grasp it. I do not
know if it’s really aesthetic judgment.” N5 said, “I think the
AI has another evaluation criterion. The AI does not think
this picture is pretty.” N4 even complained, saying, “I think
it’ll give a very high score to this picture. Actually, I do not
think this picture is pretty. However, the AI has always been
so contrary to me, so this picture will have a high score.”

People Reduce Differences Using Various Strategies
Next, we identified that as they continued to interact with
AI, participants adopted their own personal strategies to infer

the AI’s principles of evaluation. They used approaches that
involved making subtle changes to various picture elements,
and they extended their ideas through various examples.

First, when participants took pictures, they tried to experiment
with the AI by making slight changes to the pictures. They
changed the background color of an object or the composition
of the same object. They sometimes added objects one at a
time and looked at the AI’s reactions as different colors were
added. P1 said, “The next thing I wanted to do was keep the
background white and add another colored object. I wanted
to see how the score changed when I did that.” N6 said, “This
time, I’ll take the same background and object from a distance.
It makes the object look small in the picture. I have to change
only one element .... Oh .... 4.75 points. Size does not matter.
Now I understand more.” N3 said, “And this time, I’ll take this
same object on a yellow background. I think if the background
is yellow, somehow it looks like the background will be more
in focus than the object, so the score will be lower. (Score:
2.19) Now I know more. I think the AI and I have a similar
idea.” Through this process, most of the users found that the
AI gave high scores (8 points on a 10-point scale) when one
bright object in the photo stood out against a black background.
Photographers tried these kinds of pictures relatively earlier in
their trials than the other participants did.

Second, some participants even used the editing features of
the iPhone photo app to actively modify the photos they took
or the photos they picked from the album and asked the AI
to evaluate the modified photos. A4 described, “I’ll edit this
photo of the macaroons. Let me get rid of the color. The
reason for doing this is to know if the color is important or not.
The color has gone and I think it will be lower than 7.22.” P5
said, “I’ll crop the photo. Let’s move the object to the center.
I just changed the position of the object. I think this picture
will be rated at about 8 points. (Score release) Uh-oh (...)
The score is lowered (...) The composition is not a problem.”
In this way, participants developed a better understanding of
the characteristics of AI by creating slightly different versions
of the photographs. They all stated that this process enabled
them to better understand and experience AI principles.

Third, participants applied their speculations about how AI
works to different cases. They continued their testing of the
aesthetic evaluation criteria of AI by using similar examples.
They wanted to know whether the criteria they had grasped
could be applied to other photos with similar characteristics
(e.g., composition, contrast, color) but different objects from
the photos they had taken or identified so far. N2 explained,

“I’ll pick this crab signboard picture. I think this is going to
have a score similar to the picture I took before. What was the
score of the photo with the white background and the red toy?”
A5 described, “I’ll pick a photo with a variety of objects and a
central object in it. That’s the standard I’ve figured out so far.”
After getting a high score for a photo with a black background,
P1 said, “Then, this time, I’ll pick a picture with a black
background similar to the last one.” Through this process,
participants were able to confirm whether their criteria were
correct and narrow the gap between their thoughts and those
of the AI.
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Lastly, we identified that participants tried to find new stan-
dards that they had not seen so far by choosing completely
different pictures from the photo album. After finding a cer-
tain way to get a high score, some participants additionally
attempted to look at new types of photos. P4 described, “I’ll
take a look at the kinds of pictures I have not seen before. I’ll
try this .... I have to review the various pictures to see what it
likes and what it does not like.” P3 said, “I’ll try it again. Um
.... I’ll take this. This is just a pattern that I have not picked up
so far.” N3 also remarked, “I just want to try something I have
not tried yet. I think it likes pictures of things that are distinct
and colored. But from now on, I do not think I should choose
things like that.” Through this process, participants were able
to find new and unexpected criteria, such as “a preference for
photographs with repetitive patterns.”

Overall, based on these various strategies, while interacting
with AI Mirror, participants were able to understand its scoring
system and narrow the gap between its scores and their scores.

People Want to Actively Communicate with AI
Finally, regarding users’ perceptions on the interpretability and
reasonability of the AI algorithm’s aesthetic evaluations, the
participants wanted to actively communicate with AI Mirror
in the experiment.

During the think-aloud sessions and interviews, regardless of
their group, participants recounted interacting with the AI as a
positive experience. Most participants described the process
as interesting, fun, and enjoyable. In particular, while rea-
soning about the criteria of AI Mirror’s aesthetic evaluations,
participants felt curious about the principles of AI and wanted
to know about it. P4 described, “It was fun and interesting.
It got me thinking. It stimulated my curiosity.” N1 expressed,

“It was fun to find out the criteria it used to rate them. It was
just an experiment, but I was really curious.” Participants
were also delighted when the difference between the AI score
and their expected score was not that large. They were even
more delighted when the AI gave a higher score than they
expected. They expressed that it was as if AI Mirror had read
their thoughts and that they felt like they were being recog-
nized and praised by the AI. N3 said, “Later, I felt good about
the AI, because it was well aware of the points I had intended
and appreciated my effort.” N5 said, “I feel good because I
got a high score. I feel like I’m being praised by the AI.” Some
participants even asked us to send the URL link to the AI
Mirror webpage at the end of the experiment. They wanted to
get ratings on their personal smartphone photos and to interact
more with the AI.

Nonetheless, most participants stated that they also felt neg-
ative emotions during the interaction. When their expected
scores differed significantly from those of the AI, especially
when they were rated very poorly by the AI, participants felt
embarrassed, unhappy, and frustrated. For example, N5 de-
scribed, “Oh .... I feel terrible. This score is lower than the
previous one. I took more care with it. I feel worse as my
score drops. It’s pretty unpleasant.” Participants told us that
they could not understand why the AI’s scores were lower
than they thought and that they had difficulty interpreting the
results. N6 said, “I’m so frustrated because I do not know

why my score is so low.” A2 complained, saying, “This is
really low, but I do not know why .... This is too low .... I know
this is an ugly picture. But is there a big difference from the
photo I took earlier? (His previous picture scored very high)."
Some even expressed that they could not understand the AI
and regarded this interaction as meaningless. P6 said, “Maybe
it just thinks so. It is just being like that. I do not want to
deduce anything. My overall level of interest is .... pretty low.
I have no understanding of it.” These unpleasant experiences
also reduced participants’ trust in the system as well as their
confidence that they could take pictures well. P2 said, “I think
this picture will get 6 points (She gradually scored lower and
lower on her photographs). I have lost my confidence. I think
my expectations for my picture have been lowered too.”

In such a situation, the absence of communication between
users and AI can be considered the main cause of the negative
emotions of users. During the interviews, participants uni-
formly expressed a desire to communicate with the AI. They
wanted the AI to explain not only the calculated scores but
also the detailed reasons. N6 said, “I wanted to know the
elements of the scores. I think it would be better if it could tell
me more specifically.” P6 expressed, “It would be much better
if it could tell me why it came up with this score. Then I could
take better pictures.” Furthermore, participants wanted to let
the AI know their thoughts. P4 said, “I want to let the AI know
this is not as good a picture as it thinks.” A6 described, “I had
a lot of disagreements with the AI. I think it would be nice if it
could learn my thoughts on the points on which we disagreed.
It is my app, and it has to appreciate what I think is beautiful.”
Some participants said that in this one-sided relationship, even
though they could interpret the evaluations of the AI, they
could not see them as reasonable. P1 said, “The weather in
the photos is not that sunny, but I like the cloudy weather. I’m
sure that AI Mirror will rate this picture too low. It only likes
those pictures that are high contrast. I can clearly see why the
score is low, but I cannot say that it is reasonable.”

The various emotions that the participants experienced during
the user study and their strong desire for communication for
improved interpretability and reasonability suggest that in
the design of user interfaces with AI (namely, algorithms),
additional and careful discussion is needed.

DISCUSSION
In this section, we discuss lessons learned from the user study
and its implications for AI-infused user interfaces convey-
ing subjective information that can be interpreted in diverse
ways. We also report our plans for future work as well as the
limitations of the study.

Different Perspectives on AI Algorithms
Through the user study, we identified that users interpreted AI
in different ways according to their group (result 1 from the
qualitative analysis). AI/ML experts tried to find out the char-
acteristics of its training data and learning process based on
their knowledge of AI. Photographers looked at it considering
the elements of photography and cameras. The non-experts
tried to understand it based on their impressions of the photos
without relevant prior knowledge. Most notably, contrary to
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our expectations, AI/ML experts showed the greatest differ-
ence from AI and the lowest interpretability and reasonability
scores (Tables 3 and 4). On the other hand, the photogra-
phers showed the smallest difference from AI and the highest
interpretability and reasonability scores (Tables 3 and 4).

The results raise the question of why domain experts (photogra-
phers) rather than AI/ML experts interpreted the AI algorithm
the best and narrowed the gap with it the most. One expla-
nation could be that the training dataset used in the model
construction reflected, to some degree, the domain expertise.
The NIMA algorithm [65] that was infused in AI Mirror was
built based on both the AVA datasets [46] and the TID2013
dataset [52]. The former includes amateur photographers’
10-point-scale aesthetic evaluation ratings on 250,000 pho-
tos from an online photography community. The latter con-
tains images collected through a forced choice experiment,
where observers select the better image between two distorted
choices of reference images. In the process of distorting them,
the elements considered important in the photographs, such
as compression artifacts, noise, blur, and color artifacts, were
reflected, which were often mentioned by domain experts in
the experiment. Through such a process, the knowledge of
the domain expert could be incorporated into the training data,
and the generated model might have had a view more similar
to that of the domain expert group than those of other groups.

Meanwhile, from an AI/ML expert’s point of view, there are
some points worth mentioning. They may have had biases
from their existing knowledge on ML algorithms to which
they were accustomed. In the experiment, we did not explain
anything about the model infused in the prototype, so even
the members of the AI/ML experts group did not know which
algorithm was working behind it. They seemed to have trouble
because they tried to engage in sense-making by incorporating
the techniques with which they were familiar, which could
have been different from the actual principle. Rather, the
general public, who had no prior knowledge, could look at
the picture without a biased perspective, and this might have
helped them to show results that were more similar to those of
the algorithm than those of ML experts.

These results suggest that it is essential to consider what exper-
tise is reflected in the training dataset of the model behind the
AI system. Understanding who annotated the data and what
criteria were reflected can be as important as building a model
and improving its performance. Accordingly, AI profession-
als need to actively communicate with domain experts of the
algorithms they are trying to build, and of course, domain ex-
perts need to be actively involved in this process. Furthermore,
in developing such interfaces, it is necessary to understand
and reflect not only the specialized domain but also the user’s
point of view and provide appropriate information regarding
it. Especially in subjective areas like aesthetics, providing
information to the user, such as what data it uses to make deci-
sions and whose views are reflected, could be a helpful way
for users to understand how the system works and appreciate
the results.

• Implication: Consider what domain view the AI system’s
algorithm in the subjective domain contains-who annotated

what data and what criteria were reflected-and provide the
user with the information based on it.

Users’ Strategies to Reduce Gap with AI
In the absence of any information about AI Mirror’s aesthetic
score calculation process, users were curious about the algo-
rithm and constantly strived to learn the principles actively
through various strategies (result 2 from the qualitative analy-
sis). Sometimes, they formulated hypotheses and tested them
by taking slightly different photos. Other times, they just ex-
plored without a clear hypothesis or direction. Through these
strategies, they were finally able to narrow the gap between
their thoughts and those of AI (Table 2). We can think of
design implications on both the user side and the AI side.

First, on the user side, we can consider introducing these
factors into the design of tools that help people to understand
AI/ML models, which has recently received a great deal of
attention [51]. AI can use the strategies people utilized to
help them understand its principles. An AI interface needs to
prepare and show as many examples as possible so that people
can understand the principle as easily as possible. It is also
possible to improve the user’s understanding in a microscopic
manner by preparing several examples and images with small
but clear differences. A potential macroscopic approach is
presenting users with completely different examples or images
to enable new and diverse ideas and expand their thinking.
However, presenting various examples to users may not be
enough. It might be helpful to give examples with explanations
that the model can be complex and that it will not be judged
by simple rules to make the mental model of the user’s system
clearer. Through these, the public would be able to reduce
the differences between their thoughts and those of AI and
understand the principles of algorithms easily.

On the other hand, the various strategies and willingness to
discover the principles shown by users suggest implications
for the AI domain in relation to the production and securing
of high-quality data. According to information gap theory,
when people are made aware of a gap between what they
know and what they would like to know, they become curious
and engage in information-seeking behavior to complete their
understanding and resolve the uncertainty [41]. This innate
desire to satisfy their curiosity can be helpful in gathering
information about the way users interpret AI. Through this,
we might collect feedback on various use cases and utilize it to
improve algorithms. Indeed, curiosity interventions have been
shown to improve crowd worker retention without degrading
performance [37].

Designing a platform for AI to stimulate users’ curiosity and
receive various opinions would be useful in securing the large-
scale, high-quality data necessary for algorithm refinement
learning. AI should be designed to learn from users and narrow
the gap with them rather than users adapting to AI. Such a view
might have implications for online learning or reinforcement
learning generally, as systems can adaptively learn from user
feedback and thereby improve themselves.

• Implication: Provide interactions with a variety of exam-
ples and appropriate explanations so that users can fully
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understand and appreciate the principles of AI. User inter-
actions, in turn, can be an important source of quality data,
especially in subjective areas.

Communication between Users and AI
Finally, we focus on communication between users and AI in
subjective fields. Although users tried various ways to under-
stand the AI, they eventually expressed great dissatisfaction
with the lack of direct communication with the AI (result 3
from the qualitative analysis). Users wanted the AI to give
them more detailed descriptions directly, but they also wanted
to explain their ideas to the AI. Some users even felt negative
feelings and sometimes lost confidence in the absence of such
communication.

In particular, since aesthetic evaluation is intrinsically highly
subjective, the problem of communication due to this differ-
ence in interpretation may be even more significant. Many AI
algorithms have taken a kind of one-way approach, such as
recognizing and classifying objects, calculating and predicting
values, or improving their performance in those processes. For
them, it may be more essential to convey the information to
users accurately than anything else. Then, more intelligent
interfaces using advanced algorithms have been introduced,
but they have adopted a system-driven "adaptive approach."
They have tried to understand the user’s context and reduce
the user’s repetitive behavior. In creative and subjective fields
such as aesthetics, however, while it is important for AI to
provide a convenient path to the user, it is also necessary to
understand the user’s complex ideas and actively accept their
opinions. Developing a creative idea is not a task to be done
alone; it also requires a person from whom to seek thoughts
or feedback and a process of expressing one’s own ideas to
persuade and understand the person.

In designing AI-infused systems in creative and subjective
fields, we can consider a mixed-initiative approach [27], where
users as well as the system can drive the interaction. Introduc-
ing communication channels for users and algorithms in the
design of AI-based interfaces would be one way of doing this.
On the one hand, the AI needs to present users with detailed
explanations of the reasons for its decisions [1, 19, 22, 27,
49], showing that its decisions are not arbitrary but based on
logic. It may be a good idea to provide specific figures, such
as the basis for such a decision and the degree of reliability
(i.e., confidence level) of the result. Informing the user at an
appropriate time of the circumstances under which the system
works better or the conditions that can cause errors can help
the user to understand the system and maintain trust.

On the other hand, users should also be able to present their
opinions to the AI. In the middle of the interaction with the AI,
procedures need to be included that allow the user to express
his or her thoughts and enter them in the system. The AI
should be able to accept a user’s opinion, take it as a dataset,
and reflect it in the learning process of the algorithm. Rather
than a static AI that only presents predetermined results, a
dynamic and adaptable AI that responds to users’ thoughts
and controls would be more desirable for subjective fields.

• Implication: Especially in AI-infused systems in subjec-
tive and creative realms, it is very important for users to
develop their ideas and reflect them in the system. The sys-
tem should be designed so that it is not static but dynamic
and users and AI can adapt to and understand each other
through two-way communication.

Limitations and Future Work
There are several limitations of this study. First, in the ques-
tionnaire analysis, the explanatory power of the model was
relatively low, although several significant relationships and
differences were found. The reason seems to be that the num-
ber of participants and trials was too small due to limitations
of the experimental environment. Second, we assumed a one-
sided relationship between users and AI and did not measure
the effect of users’ various communications with AI. Third,
although we built a black-box-like situation to create a more
immersive environment for participants, it made the data we
collected and the results of analysis dependent on the partici-
pants’ inferences and post evaluations.

In future work, we aim to determine a clearer relationship
between the various variables by carrying out an expanded
study with more participants. We also plan to conduct a user
study where participants can experience the AI system in a real
context rather than in a controlled environment. In addition,
we plan to improve our research tool to cover various areas of
AI rather than limiting it to aesthetic evaluation. Finally, we
will conduct research that demonstrates the practical effects of
the design recommendations that we have proposed.

CONCLUSION
In this study, we investigated how users reason about the re-
sults of an AI algorithm, mainly focusing on their interpretabil-
ity and reasonability issues. We designed AI Mirror, an in-
terface that tells users the algorithmically predicted aesthetic
scores of pictures that the users have taken or selected. We de-
signed and conducted a user study employing both quantitative
and qualitative methods with AI/ML experts, photographers,
and the general public. Through the study, we identified that
(1) users understood the AI using their own group-specific
expertise, (2) users reduced the thought gap with the AI by
interacting with it through various strategies, and (3) the differ-
ence between users and the AI had a negative effect on inter-
pretability and reasonability. Finally, based on these findings,
we suggested design implications for user interfaces where AI
algorithms can provide users with subjective information. We
discussed the importance of synthesizing various perspectives
in AI algorithms and interface design processes, as well as
the possibility of exploiting various strategies and the need
for mutual communication that users have shown when inter-
acting with AI for both pedagogical purposes and to produce
high-quality data. We hope that this work will serve as a step
toward a more productive and inclusive understanding of users
in relation to AI interfaces and algorithm design.
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