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ABSTRACT
This study aims to explore the feasibility of a text-based vir-
tual agent as a new survey method to overcome the web sur-
vey’s common response quality problems, which are caused
by respondents’ inattention. To this end, we conducted a
2 (platform: web vs. chatbot) × 2 (conversational style: for-
mal vs. casual) experiment. We used satisficing theory to
compare the responses’ data quality. We found that the par-
ticipants in the chatbot survey, as compared to those in the
web survey, were more likely to produce differentiated re-
sponses and were less likely to satisfice; the chatbot survey
thus resulted in higher-quality data. Moreover, when a casual
conversational style is used, the participants were less likely
to satisfice–although such effects were only found in the
chatbot condition. These results imply that conversational
interactivity occurs when a chat interface is accompanied
by messages with effective tone. Based on an analysis of the
qualitative responses, we also showed that a chatbot could
perform part of a human interviewer’s role by applying ef-
fective communication strategies.

CCS CONCEPTS
•Human-centered computing→User interface design;
User studies.
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Conversational agent; chatbot; humanAI interaction; conver-
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1 INTRODUCTION
Surveys are used to gather information from a large num-
ber of users through standardized questionnaires; diverse
disciplines have adopted them as a representative research
method. In HCI research, surveys are also used to gather
users’ attitudes or perceptions and to assess artifacts’ usabil-
ity [31, 32]. Modes of data collection for surveys have been
adapted to technology and media environments. Surveys,
which have been traditionally represented by face-to-face or
telephone interviews, are evolving as a way to utilize the In-
ternet in response to its explosive growth among the general
population. Compared with traditional surveys, web-based
surveys can collect and analyze large amounts of data quickly
and economically. Web surveys are also less restrictive be-
cause respondents can access them at their convenience.
Additionally, there are fewer measurement errors caused by
the variability between interviewers, which can commonly
occur in face-to-face and telephone surveys [20, 42]. Given
such advantages, web surveys are presented as an alternative
for overcoming the limitations of traditional survey methods.
Despite these advantages, web surveys in particular do

have some inevitable limitations, one of which is that they
produce responses that are less reliable than those from face-
to-face or telephone surveys due to respondents’ insincere
answers [50]. In face-to-face or telephone surveys, interview-
ers can encourage respondents to participate in the surveys
[19], ask them to clarify their responses [19], clarify the
questionnaires [9, 40], and monitor their answers to confirm
their sincerity. However, a web survey is a self-administered
method, so it is difficult for researchers to control respon-
dents, thereby leading to unreliable or even inaccurate re-
sponses [12, 13, 39].
As described above, web surveys’ response quality prob-

lem derives from respondents’ feigned answers, which in
turn occur because of the lack of an interviewer. If the lack
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of an interviewer causes response quality problems in web
surveys, we might ask whether a conversational agent can
prevent such problems by partly performing the role of a
human interviewer. In today’s environment, in which con-
versational agents are used in everyday life [28], it is worth
considering their possible use as virtual interviewers. In light
of the growing trend toward conversational agents, we em-
phasize the conversational aspect that they provide, thus
imbuing interactivity in a traditional survey system [36].

This study examines two aspects of interactivity in a sur-
vey system: reciprocal message exchange and conversational
style. In particular, this study focuses on (a) how a survey’s
platform influences its response data quality and (b) how a
survey’s conversational style moderates the way in which
the participants respond to different platforms. First, we com-
pare response quality and usability for a chatbot survey and
a web survey. The text-based chatbot used in this study is
able to convey interactivity in the form of back-and-forth
message exchanges with the user [36, 53]. Because conversa-
tional interaction facilitates cognitive functioning [52], this
study’s first hypothesis is that the chatbot survey partici-
pants, as compared to the web survey participants, exert
a greater engagement and thus generate higher-quality re-
sponses. Second, as the survey platform only represents a
surface-level variation, the second hypothesis is that con-
versational style moderates the relative effect of the survey
platform. Specifically, this work examines whether conver-
sational style (formal vs. casual) influences participants’ re-
sponses and their survey experiences.
We conduct a user study that employs quantitative and

qualitative methods. The standard for evaluating data quality
is based on satisficing theory, which assesses data quality
in relation to the respondents’ satisficing behavior [13, 22].
Giving optimal answers demands a high cognitive load, so
some respondents use satisficing heuristics to reduce their
cognitive burdens [22, 23]. This satisficing behavior creates
a measurement error due to the resulting inaccuracies in the
respondents’ answers, thus leading to poor data quality. One
representative satisficing behavior is non-differentiation in a
rating task (i.e., a “straight-line” response). In this study, we
use the differentiation response index as an objective metric
to assess response quality [30]. We also measure the levels of
usability (enjoyment and ease of use) as subjective ratings;
we used it to estimate users’ perceptions of their experiences
with the survey system. Furthermore, we conduct qualitative
thematic analysis for a deeper understanding of the chatbot
respondents’ behavior.

This research makes several important contributions. First,
our findings support the feasibility of conducting a survey
with a text-based chatbot that provides some of a human
interviewer’s social function. Second, our findings extend
the previous work, which is focused on responses to virtual

interviewers’ open-ended questions [2, 24, 27, 47] and on
ethnographic data [47], by including Likert-scale responses.
Third, our findings extend the work on data-quality eval-
uations which has focused on the degree of respondents’
self-disclosure [2, 24, 27], comprehension [10], and qualita-
tive feedback [47] by including non-differentiation ratio.

2 RELATEDWORK
Satisficing Behavior in Web Survey
In a web survey, respondents evaluate and respond to ques-
tionnaires by themselves. The advantage of this self-administered
method is the ease ofmeasurement. However, a self-administered
survey is controversial for its validity due to several well-
known problems, one of which is respondents’ satisficing
behavior [22]. Inspired by Simon’s [43] notion of satisficing,
Krosnick [22] proposed that some respondents tend to gen-
erate satisfying responses instead of accurate responses to
reduce their cognitive burden. This is because responding
accurately and sincerely to the survey questions requires
a high level of cognitive demands [23]. The representative
satisficing behavior is non-differentiation or straight-lining,
a non-discriminatory and equally responsive behavior in
a battery of scaled questions. A response error occurs be-
cause of this distorted or inaccurate information provided
by the respondent. Even if the sampling error is reduced by
applying a sophisticated sampling method, the increasing
response error leads to the low quality of the whole survey.
Researchers have shown that web surveys tend to have

higher response errors than offline surveys because web
surveys are self-administered [50]. This means that online
surveys are more likely to produce satisficing responses than
offline surveys are. In an offline survey, human interviewers
promote conscientious responses by discouraging careless
behavior and encouraging participation [19]. These inter-
viewers’ verbal and nonverbal interactions draw the respon-
dents’ attention and allow them to appropriately answer
each question [16]. However, these interactions are omitted
in a web survey, which leads to satisficing responses. In fact,
studies have found that online surveys are more likely than
telephone survey and face-to-face surveys to be susceptible
to satisficing behavior and to thus produce poor-quality data
[12, 13, 39].

To summarize, scholars have theoretically and empirically
proven that web survey respondents engage in more satisfic-
ing than do their counterparts in face-to-face or telephone
surveys, as no interactive process occurs in a web environ-
ment. To mitigate this problem, we focus in this study on
conversational interactivity, which focused on reciprocal ex-
change of messages in a social interaction [36, 53]. When
appropriate interaction is added to a noninteractive survey
system, participants will be expected to exert more cognitive
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engagement when answering the questions. In this paper,
we examine whether this conversational interactivity op-
erates when respondents are conducting a survey through
a text-based chatbot which provides interviewer presence.
Therefore, we test the following research question:

• RQ. Can a chatbot platform with a relevant conversa-
tional style produce conversational interactivity, thus
reducing the satisficing behavior that often occurs in
noninteractive web surveys?

Conversational Interaction with Text-based Chatbots
Conversational interfaces have become integral to modern
communication [28]. The concept of conversational inter-
activity has numerous meanings in the various domains of
HCI and CMC. In this study, we use the construct of con-
versational interactivity to highlight a relational exchange
between a respondent and a virtual interviewer [36]. Users
can perceive interactivity from a sequence of back-and-forth
exchanges when chatbots synchronously and socially react
to those users’ input.

Chatbots that interact via auditory or textual methods are
representative conversational agents and are being accepted
in various fields. Although studies about conversational
agents have tended to separate social and task-oriented inter-
actions [7, 18], recent works have been undertaken to achieve
both functional and interactive aspects [25]. Moreover, the
popularity of chatbots in recent years has heightened the
needs for facilitating interaction between human and chat-
bots, not only achieving functionality. This research trend
of integrating instrumental and social goals is being applied
in diverse domains including customer support [6, 17, 51],
healthcare [21], and counseling [5, 11]. Recently, the ap-
proach of combining functionality and interactivity using
text-based chatbots has been applied in the field of user re-
search. For instance, Tallyn et al. [47] attempted to gather
users’ ethnographic data via a text-based chatbot to deter-
mine whether a chatbot can be used as an ethnographic tool
by making up for the lack of a human ethnographer with
interactivity.
In line with previous studies, in this study, we proceed

from an integrative perspective that combines instrumental
usage and conversational interactivity rather than separating
them. The goal of this study is to improve a survey’s user
experience through the use of an interactive conversational
interface and by gathering high-quality user input. Taken
together, we expect that:

• H1. A chatbot survey, as compared to aweb survey, will
produce higher-quality response data (H1a), greater
ease-of-use (H1b), and higher enjoyment (H1c).

Although survey platforms can provide different levels of
interactivity, the platform itself only represents a surface-
level variation for manipulating conversational interactivity.
To fill this void, we also examine the effect of message-level
variation. Previous researchers have used text-based chat-
bots to manipulate message-related variables and thus im-
prove conversational interactivity. These researchers have
also shown an increased interest in improving chatbots’ in-
teractivity with empathic responses [17, 51] or typefaces [6]
for use in customer-support situations. In these customer-
care situations, using an agent that can adjust itself to the
customers’ emotional needs is crucial.
In healthcare and counseling, researchers have focused

on chatbots’ interpersonal strategies, as social dynamics are
important in those situations. For example, a chatbot that
was built for a childhood obesity intervention applied several
social strategies [21]. It was able to efficiently perform its
function of recommending ad-hoc tasks for obese patients by
socially interacting with users. Similarly, researchers have
used chatbots as mental health counselors that provide in-
formation and counseling and diagnose conditions through
relational conversation [5]. Woebot, a text-based therapy
chatbot, offers cognitive behavior therapy, which applies sev-
eral social discourse strategies [11]. Participants in a chatbot
condition experienced a significant reduction in depression,
whereas participants who received information only in an
ebook did not.

As previous researchers have shown, the chosen method
of improving conversational interactivity must be applica-
ble to the characteristics of the task. In this study, we focus
on providing the chatbot with a conversational style. Users
consider not only with what a message is but also how it
is delivered [4]. Moreover, it is known that the human in-
terviewer’s style influences the survey response quality and
respondents’ attitude in the context of human-human inter-
action. People prefer a friendly speaking interviewer, and
when an interviewer is active, the participants are more ac-
tively participating in the survey [14]. Respondents also have
a more favorable attitude toward an interpersonal and casual
interviewer than a professional and formal interviewer [15].
In addition, considering that the survey used in this study is
aimed at adolescent participants, it is likely more appropriate
for the agent to be casual and friendly than formal. Thus, we
test the following hypotheses:

• H2. A casual conversational style, as compared to a for-
mal conversational style, will produce higher-quality
response data (H2a), greater ease-of-use (H2b), and
higher enjoyment (H2c).

However, conversational style may moderate the effect
that a survey platform has on user experience and data qual-
ity. Because a traditional web survey usually adopts a formal

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 86 Page 3



language style, the use of casual language in a web survey
may engender embarrassment. On the other hand, a casual
tone could be appropriate for a chatbot survey because users
expect social interactions when using conversational agents
[5, 17, 28, 51]. Thus, we propose the following hypothesis:

• H3. The chatbot’s data-quality and usability effects will
be more pronounced when the survey uses a casual
rather than formal conversational style.

Virtual Agents as Interviewers
HCI researchers have developed survey methodologies that
use new technologies. In this study, we implement a text-
based chatbot as a new survey method. Researchers have
improved the quality of user input through diverse methods
and have applied several standards to evaluate the effects of
virtual interviewers. These criteria vary depending on the
characteristics and contexts of the interview.
The most commonly used standard for evaluating data

quality is the respondents’ self-disclosure in open-ended
interview situations. To date, the literature on this topic
has included contradictory findings about respondents’ self-
disclosure. Participants who believe that they are communi-
cating with a computer were more willing to disclose their
information than participants who believe that they are hav-
ing an interview with a human interviewer in mental health
contexts [27]. This is because people feel less fear about
getting a negative evaluation. Similarly, people have shown
to more willingly expose their sensitive information and to
evaluate the interview process as being more pleasant when
communicating with a wordiness agent as compared to a tac-
iturn agent [2]. On the other hand, this self-disclosure effect
does not exist when embodied agents ask respondents sensi-
tive questions. Participants have been shown to expose more
information to a computer-assisted, voice-only interface than
to an embodied virtual interviewer or a human interviewer,
as they perceive greater anonymity in the absence of facial
representation [26]. Tourangeau et al. [49] also found that,
in a web survey, people disclose less information regarding
sensitive topics, such as cocaine and marijuana use, when the
interface is more humanized. Researchers have also studied
the degree of respondents’ disclosure to virtual interview-
ers with different personalities. The participants were more
likely to divulge information to a virtual agent that had a
reserved and assertive personality than to one with a warm
and cheerful personality [24]. Indeed, many scholars have
focused on respondents’ information disclosure in response
to sensitive questions, as anonymity is important in such
interviews. This implies that it is essential to configure a
proper evaluation index for each interview situation.
Meanwhile, Conrad et al. [10] applied a new standard to

evaluate data quality for questions regarding less sensitive

and more mundane topics. Instead of measuring the respon-
dents’ disclosure, the researchers used objective measures
such as the number of requests for clarification, response
accuracy and gaze behavior to detect the respondents’ com-
prehension and engagement. Conrad et al. found that agents
with high dialogue capability produced more accurate an-
swers and more conscientious task performance, irrespective
of the agents’ facial expressions.

The researchers in the above studies have provided a the-
oretical and empirical basis for virtual agents to perform as
interviewers. However, the literature on virtual interview-
ers has largely focused on open-ended interview situations.
They have not dealt with the effects of virtual interviewers
in a structured survey with scaled items. The present study
was conducted to fill this gap in the lack of research by ex-
amining the utility of a virtual interviewer for a structured
survey. In addition, we apply a different measure to evaluate
user input quality—one that is more suitable for use with
Liker-scaled questionnaires. Our work has implications for
determining how best to introduce the appropriate criteria
for scale survey items so as to verify the effectiveness of the
virtual interviewer.

3 METHOD
Design and Procedure
This study uses a 2 (platform: web vs. chatbot) × 2 (conversa-
tional style: formal vs. casual) between-subjects design. We
randomly assigned the participants to one of the four condi-
tions. Participants in both conditions responded to the same
questionnaire. The questionnaire was composed of demo-
graphic information and questions on Internet usage behav-
ior which was developed by the National Information Society
Agency of Korea [1]. The questionnaires were composed of
the following items: internet usage (10-item), usage motiva-
tion (18-item), individual context (18-item), family context
(24-item), and society context (16-item). The questions on
internet usage were asked on a 4-point scale, whereas the
other questions were in the 5-point scale. After completing
the main questionnaire, follow-up questions about the us-
ability and perception of the survey system were requested.

Participants
The experiment was conducted for adolescents in Korea
since the applied survey questionnaires are developed for
teenagers. A total of 117 adolescents participated in our study
(Maдe = 17.81, SDaдe = 1.47; 51% female), all of whom are us-
ing Facebook messenger and have experienced a web survey.
The qualification for the use of messenger and web question-
naire was made to partially control for the prior experience
of the survey system used in our experiment.
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Figure 1: Examples of 4 experimental conditions of 2
(platform: web vs. chatbot) × 2 (conversational style:

formal vs. casual) between-subjects design. All
questionnaires are translated from Korean.

Manipulation of Survey Platform
We encouraged the web survey participants to answer the
survey questions via a web survey instrument, SurveyMon-
key. This web survey could be completed using either a desk-
top computer or a mobile device. Examples of the web survey

are presented in Figure 1 (a) and (b). As shown, we used a
grid format to ensure the same scaled options were used for
multiple items; this helps to avoid repeating information.
For the chatbot survey, we designed a chatbot agent that

would run on Facebook Messenger. Participants interacted
with the chatbot according to the survey flow, as shown in
Figure1 (c) and (d). The chatbot survey could be completed
on either a desktop computer or a mobile device.

Manipulation of Conversational Style
The conversational style intervention consisted of two con-
ditions: formal and casual. We changed the conversational
style by manipulating the text of the survey [8, 44].

Formal Conversational Style. A formal tone involves liter-
ary language with a standardized form and proper grammar
and punctuation. This differs from the casual style, which
includes everyday, informal language [8, 44]. For the formal
condition, we used the original survey items, as they were
written in formal language.

Casual Conversational Style. In the casual conversational
style, we applied colloquial rather than formal language so as
to present a casual and friendly tone. Moreover, a casual style
includes shortcuts (such as those commonly found in text
messaging) and incorrect grammar and punctuation [8, 44].
For example, we used common expression used in everyday
life (e.g., formal, “Please go on to the next section,” vs. casual,
“Way to go! Let’s go to the next step!” ) and abbreviation (e.g.,
“D’you,” “RU” ). In addition, we changed the survey items
that were written (in the formal style) as a noun phrase or
declarative sentence to interrogative sentences for the casual
style (e.g., formal, “To relieve stressful events,” vs. casual, “Do
you surf the net to relieve kinda stressful events?” ).

Although we focus primarily on operationalizing conver-
sational style through language use, we also include occa-
sional emojis to convey a casual tone [48]. In CMC settings,
users often supplement text messages with visual cues such
as emojis and emoticons, thus improving communication
and expressing intimacy and social information [38]. Simi-
larly, in this study, we use emojis because a language style by
itself is not sufficient to convey casualness in a CMC setting
(Figure 1 (d)).

Pretest for Survey Reliability
Although we applied different conversational style, the con-
tents of the survey items were hardly changed for the chatbot
survey to maintain the internal meaning of the original ques-
tionnaire (e.g., formal item, “To spend Time,” vs. casual item:
“D’you use the Internet to spend time?” ). A pretest was per-
formed with test-retest reliability for 10 pretest participants
to verify whether the two versions of the survey are identical,
resulting in a significant reliability coefficient (r = 0.91).

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 86 Page 5



Measures
Dropout Rate. We computed the dropout rate by calculating
the percentage of respondents who quit before the study was
completed. Because both the surveys could be easily accessed,
we could maintain relationships with the respondents during
the experiment. We sent messages to any participants who
did not submit the survey within three days after they had
agreed to start the survey, asking them to call-back. Thus, the
dropout rate was defined as the percentage of all participants
who did not complete the survey after one call-back request.

Non-differentiation. Several measures can be used to estimate
response quality, including the DK response rate, the item
nonresponse rate, and the non-differentiation index [13]. We
excluded DK response rate because our survey questions had
no DK options. We also excluded the item nonresponse rate
from this study because we also applied this condition of
nonresponse disallowance.

Instead, we adopted the level of non-differentiation, based
on a battery of scaled items, as a measure of data quality. We
calculated the index of response differentiation ρ to infer the
degree of non-differentiation for each of the 13 item batteries
using rating scales [30]. We used the average of these 13 rates
as the dependent variable. According to this scale, the index
is 0 if a respondent answers with the same scale for all items
and approaches to 1 if a respondent answers with a different
scale for each item. Thus, a higher ρ value indicates that a
respondentmore strongly differentiates the response options;
this could be regarded as a lower degree of satisficing [22].

Usability. For the usability constructs on post-test measure,
ease of use and enjoyment levels were measured. We adopted
these subjective usability ratings to complement the objec-
tive differentiation index. In several studies examining virtual
agent’s usability and effects, researchers have used single or
double items to measure their variables [25, 35, 41]; thus, we
also used two items each to measure ease of use and enjoy-
ment. The two questions asking ease of use were used: “The
survey system is easy to use,” and “Using the survey system
is effortless” [29]. Moreover, enjoyment level was measured
with two questions which are “I am satisfied with the survey
system.” and “It is fun to use the survey system” [29]. These
items were scored using a 1 to 5 Likert scale.

Qualitative Responses. We gathered qualitative responses us-
ing open-ended questions to gain more insight into the users’
perceptions regarding the survey system. We focused our
qualitative analysis on a chatbot survey system which we
introduced as a new survey method. The chatbot survey
participants were asked about their experience using the
chatbot (e.g., the best and worst aspects of using it, the dif-
ference in experience compared to web surveys, perceived
impressions, perceived personality, and whether they prefer

the web survey or the chatbot survey). Since we recruited
the participants who have experience in web surveys, the
difference in experience between the two systems were also
asked to compare the web survey and the chatbot survey.

Data Analysis
A total of 106 participant data were statistically analyzed,
except for 11 participants who did not complete the exper-
iment (three for the formal web survey, two for the casual
web survey, four for the formal chatbot survey and two for
the casual chatbot survey). We used factorial ANOVA to test
whether the main effects and interaction effect exist. Before
conducting statistical analysis, we examined if ANOVA as-
sumptions were qualified in our data. A homoscedasticity
test was conducted to evaluate the homogeneity assump-
tion using the Brown-Forsythe test which revealed that all
variables did not show significant differences in variance.

For the qualitative responses, we conducted a thematic
analysis in which we structured the collected text responses
through coding, with units for the main subjects [3]. Two
researchers conducted this thematic analysis. The results of
this process provided a deeper understanding of the partici-
pants’ chatbot usage behavior.

4 RESULTS
Manipulation Check for Conversational Style
To establish if the survey applying a casual tone is perceived
as more casual and friendly, as compared to that using a for-
mal tone, participants were asked to rate the survey system
on 10-point differential scales: formal / casual [44] and seri-
ous / friendly [24]. An independent samples t-test for the av-
eraged ratings significantly supports themanipulation of con-
versational style. Perceived casualness was greater in the ca-
sual tone-of-voice condition (Mcasual = 7.83, SDcasual = 2.10)
compared to the formal tone-of-voice condition (Mf ormal =
3.96, SDf ormal = 1.87), t (104) = 3.56, p < 0.001.

Descriptive analysis
Response Time. Both web survey and chatbot survey auto-

matically recorded a timestamp. The web survey participants
achieved a significantly faster time to complete the survey
(Mweb = 17′ 30′′, SDweb = 2′ 52′′) than the chatbot survey
participants (Mchatbot = 26′ 44′′, SDchatbot = 5′ 05′′). Five
respondents in chatbot condition were excluded from this
analysis since their completion time took more than 23 hours.
These participants completed the survey over 24 hours. This
response pattern reflects the advantage of the chatbot that
respondents can easily reconnect to messenger and reply
from the part where they stopped.

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 86 Page 6



Table 1: Descriptive Analysis

Casual Chatbot Formal Chatbot Casual Web Formal Web

Variable M SD M SD M SD M SD

Response Differentiation 0.62 0.08 0.52 0.07 0.50 0.09 0.53 0.09
Ease of Use 3.98 0.79 3.65 0.76 3.69 0.62 3.64 0.66
Enjoyment 4.17 0.73 3.50 0.87 3.74 0.61 3.52 0.82

Note: The value of response differentiation index distributes between 0 and 1, a higher value indicates more differentiation.

Figure 2: Results of Factorial ANOVA. The platform has a significant main effect on the differentiation ratio. The chatbot
survey is thusmore likely than theweb survey to produce differentiated responses and less likely to induce satisficing behavior,
thus resulting in higher-quality data. A significant interaction effect exists between platform and conversational style. Speech
tone has different effects in the web and chatbot surveys.

Dropout Rate. It was found that 5 of 58 web survey partic-
ipants dropped the survey (8.6% dropout rate); 6 of 59 chat-
bot survey participant dropped the survey (10.2% dropout
rate). Two conditions have shown no significant difference
in dropout rate. The reason for the low dropout rate in both
conditions is maybe because the participants were in an ex-
perimental situation rather than the general environment
in which the survey is conducted. They showed a high com-
pletion rate in both conditions since they voluntarily partici-
pated in the experiment. This result may differ in real survey
settings and should be verified with a larger population.

Non-differentiation
How did the respondents’ response quality differ across the
survey conditions? The 2 (web vs. chatbot) × 2 (formal vs.
casual) ANOVA for the general response differentiation in-
dex ρ yields main effect for the survey platform (F (1, 102)
= 9.83, p < 0.01) but not for the conversational style (F (1,
102) = 3.84, p = 0.053). Thus, H1a is supported, but H2a is
not. The respondents in the web survey condition provided
less differentiation than did the respondents in the chatbot
survey condition (Table 1). As mentioned, a higher ρ value

indicates that a respondent more strongly differentiates their
response options which could be regarded as a lower degree
of satisficing. Therefore, the chatbot survey participants were
more likely to answer in a less satisficing way than were
the web survey participants; the chatbot survey participants
thus provided divergent responses.
This difference in satisficing response between the two

conditions can be explained by a difference in interactiv-
ity. The chatbot survey features a conversational interface,
whereas the web survey employs a table matrix. In the lat-
ter interface, similar questions are grouped in a grid form;
respondents may thus lose their attention and answer in-
advertently when similar types of questions are repeatedly
presented. On the other hand, when these questions are dis-
played in a conversational interface, respondents perceive
the questions as interpersonal interactions rather than as
tasks to complete, so they focusmore on the survey questions
and are more engaged.

We also conducted independent samples t-test to compare
the chatbot and web conditions with identical tone-of-voice.
Regarding casual conversational style, an analysis of the
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general response differentiation index ρ reveals that the re-
spondents in the web survey condition provide less differen-
tiation than do those in the chatbot survey condition (t (52) =
4.71, p < 0.001). However, this effect disappears in the formal
conversational style (t (50) = 0.48, p = 0.63). It is noteworthy
to mention that there is no significant difference between
the two platforms when the formal conversational style is
applied. This result suggests that the significant effect of the
platform is caused by the combination of the platform and
the conversational style.
The 2 × 2 ANOVA reveals a significant interaction be-

tween the survey platform and the conversational style (F (1,
102) = 14.33, p < 0.001), supporting H3 (see Figure 2). When
participants take a surveywith a chatbot, a casual style drives
more differentiated answer than do formal style (Table 1).
In contrast, in a web survey condition, participants do not
differ in their response quality whether conversational style
is casual or formal (Table 1).

To summarize, the conversational style influences the re-
spondents’ satisficing behavior in the chatbot condition but
not in the web condition. In the chatbot survey, a casual
conversational style increases the differentiation in the par-
ticipants’ responses. However, in the web survey, a casual
conversational style does not change the level of differentia-
tion. This means that the effect of the conversational style
depends on the survey platform. The humanlike conversa-
tional style only has effects on the chatbot survey. Regarding
the main effect of the survey platform, the chatbot survey’s
effect on data quality is not merely caused by the external
interface feature. The main effect is derived since the chatbot
interface is accompanied by the casual conversational style.

Usability
Analysis of ease of use reveals that there are no significant
main effects for platform (F (1, 102) = 1.306, p = 0.256) and
conversational style (F (1, 102) = 1.877, p = 0.174). There is no
difference of ease of use between the chatbot condition and
the web condition; the casual style and the formal style. Also,
there is no significant interaction effect of survey platform
and conversational style on ease of use (F (1, 102) = 1.007, p =
0.32). Thus, H1b and H2b are all rejected. The survey systems
are quite similar in terms of interface usability regardless of
platform and conversational style.

The factorial ANOVA reveals that conversational style has
a main effect on enjoyment (F (1, 102) = 8.967, p < 0.01) but
that survey platform does not (F (1, 102) = 1.880, p = 0.17).
Thus, H1c is not supported, but H2c is supported. There is
no observed significant interaction between platform and
conversational style in terms of enjoyment (F (1, 102) = 2.253,
p = 0.136), thus partially rejecting H3.

Qualitative Results
The thematic map was constructed based on the participants’
responses for the questions. The result of the intercoder
reliability test showed a strong agreement (Cronbach’s α =
0.81). Four major themes are as follows:

Not Task but an Interaction. The first theme that emerged
was the conversational interactivity of a chatbot. The users
perceived the act of conducting a survey with a chatbot as
a social interaction rather than as a task. One in the casual
chatbot condition reported, “I did not feel like the chatbot as
a robot, but I felt like talking to a real person,” and another in
the same condition said, “It was like having a conversation
with a friend because I received a reply in real time.” However,
this effect was not only observed in casual formal chabot
survey participants: “I was disappointed because it seemed
that they just moved existing survey to the messenger.”
A possible interpretation is that converting survey ques-

tionnaires to social interactions by using adequate interface
and conversation strategy helps users to focus on the ques-
tions. This corresponds with the notion that users expect
conversational interaction even when they are doing a func-
tional task [25]. Conversational interactivity interactions can
convert mechanical work into social interaction, increasing
user engagement and enjoyment. We conveyed conversa-
tional interactivity by harmonizing the survey interface and
message characteristics in the casual chatbot condition.

A Casual Tone-of-Voice Heightens Intimacy for Chatbot
Users. This study’s results revealed that users perceived this
interaction effect to mainly be the result of the chatbot’s
personality. The participants in the casual chatbot condition
felt intimacy with the chatbot because of its friendly manner
and described it as “friendly,” “kind,” “warm,” “empathetic,”
and “understanding.” The chatbot’s casual conversational
style made the users feel comfortable and engaged in their
conversations. One participant reported, “The chatbot was
kind enough to answer the question easily.” On the other hand,
participants in the formal chatbot condition demonstrated
the chatbot’s impression as “stiff,” “unfriendly,” “boring,” and
“rigorous.” One participant mentioned that “I did not feel like
chatting because the conversation tone was rigid.” However,
these results can not be generalized to other ages or other
environments, although our results correspond with pre-
vious studies [5, 14, 15]. For example, the current casual
conversational style can have a negative effect on the senior
or professional group. Therefore, it is necessary to conduct
further research on users with different backgrounds.

Playful Interaction Creates Engagement. A number of users
in the casual chatbot condition mentioned that they enjoyed
having conversations with the chatbot. This enjoyment was
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derived from new experiences, as well as from the conver-
sational interactivity. One participant who used a conversa-
tional agent for the first time mentioned, “It was a fun and
cool experience to talk to a robot with the messenger.” Another
user stated that having a conversation with a friendly agent
was a pleasant experience: “It has been a long time that I have
a conversation with someone for a long time. I really enjoyed it.”
Additionally, the emojis engaged the users’ attention. One
participant said, “The emojis showing off in the middle of the
conversation did not make me bored,” while another added
that the “I think the chatbot is witty because he uses proper
emojis” These results support that an agent’s playful inter-
action enables users’ continuous use intention although the
chatbot is created for instrumental use [25, 28].

Easy Access ThroughMobile Devices. Ease of accessibility is
another advantage of the chatbot survey. We did not consider
accessed devices in this study, but many users noted that the
chatbot was comfortable to use because it was easy to access
via mobile devices. Users could adjust the reconnection time
for convenience and could easily continue interrupted con-
versations: “It was nice to do a survey with a smartphone,” and
“I felt convenience because I can do it in my spare time over
several times.” Although the web survey could also be com-
pleted on mobile devices, it is inconvenient for users, after
an interruption, to reopen the browser window, reconnect to
the system, and log in again. However, because the chatbot
conducts conversations within the messaging window, it has
the advantage that its interactions can be resumed at any
time that a user wants.

5 DISCUSSION
The current study operationalizes conversational interactiv-
ity not just at the level of the survey interface but also at
the level of the message. We propose that conversational in-
teractivity decreases respondents’ satisficing behavior, thus
producing high-quality data. Still, it is worth noting that the
chat interface leads to this interactivity only when accom-
panied by an appropriate conversational style. The casual
conversational style, as compared to the formal style, elicits
less satisficing behavior from the chatbot survey users but
not from the web survey users. This implies that a casual
tone is appropriate for a chatbot system, as it helps users
recall human-to-human interaction.

Reciprocal Message Exchange and Conversational Style. Re-
searchers have not yet considered the differences in users’ re-
sponses to noninteractive and interactive questions in much
detail. We emphasize the conversational aspect as a way to
impart interactivity to static items which are common in web
surveys. A discrepancy in interactivity may affect the respon-
dents’ engagement [52], thus leading to differences in data
quality and user enjoyment. This study shows that chatbot

respondents make a greater engagement than other respon-
dents when answering questions, as the chatbot platform
includes a reciprocal message exchange [45]. This is because
the chat interface may heighten the sense of back-and-forth
messages in the mind, thus driving user engagement [46].

However, a web survey’s interface has a lower level of in-
teractivity compared to a chatbot survey’s interface because
of its absence of reciprocal message exchange. Although
the same information and content are presented in those
survey systems, a web survey displays information in the
form of predefined questions and answer choices, while a
chatbot survey constructs the same questions and answers
in the form of threaded messages. Thus, the chatbot survey
may help overcome the socio-emotional deficiencies of static,
online surveys by conveying interactivity to users
It is worthwhile to note that conversational interactivity

generated not only by adopting an external chatting inter-
face but also by crafting an internal message feature (con-
versational style). Regarding the conversational interface, a
reciprocal message exchange between the chatbot and the
user can engender conversational interactivity. However,
this interactivity occurs only when the messages are deliv-
ered in a friendly, humanlike manner. In this study, although
reciprocal message exchanges boost the perceived interactiv-
ity of the chatbot survey, a well-manipulated conversation
could enhance it even more. Therefore, each message should
be properly tailored to the chatbot platform so as to imbue
the exchange with conversational interactivity. The results
of our study correspond to those of earlier studies, which
proved the effects of virtual agents’ conversational capability
[2, 10]. This study makes a significant contribution due to
its novel manipulation of conversational interactivity in the
form of both message platform and conversational style.

Chatbot as a Social Actor. Why is proper conversational
style required in a non-administered chatbot survey? For
a conversational agent to partially supplant a human inter-
viewer, it is essential that the users recognize a virtual agent
as a social actor. According to the computers are social ac-
tors (CASA) paradigm, people use similar social rules when
dealing with computers and people; in other words, the ways
in which humans react to computers are much like the ways
in which they react to people [37]. Researchers in the CASA
paradigm have assumed that, because a computer agent and
a human have similar features, the users’ social responses
are amplified, thus enabling effective interaction with com-
puters [33]. Embedding appropriate conversational style into
a chatbot allows participants to perceive a high level of so-
cial presence. This heightened social presence can influence
the interactivity of the conversation. This study’s qualitative
responses indicate that participants anthropomorphize chat-
bot agents as social actors when those chatbots use casual
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language and properly adopt interpersonal communication
strategies [11, 24]. Asking questions in a smooth tone also
appears to lead to sincere answers. One reported, “It was nice
that questions were designed to answer honestly.”

Additionally, the interview context and the users’ charac-
teristics should also be considered when building a survey
system so as to provide them with satisfaction. Because par-
ticipants of this study were adolescents who were familiar
with mobile IM service, most of the participants positively
evaluated both the chatbot and their experience talking with
it. They also prefer the chatbot with casual and friendly char-
acteristics. However, the chatbot’s character in this study
would not be proper for users of all backgrounds. Our find-
ings are in contrast to the results of Li et al. [24] which found
that people were more willing to confide in and listen to an
assertive agent rather than a friendly agent. This personality
preference may due to the interview situation of job recruit-
ment. Therefore, each chatbot’s character should be based
on its target audience and on the attributes of the survey.

Relational and Instrumental Goals. The effects of conversa-
tional interactivity also can be interpreted from the perspec-
tive of a chatbot’s relational and instrumental goals. With
survey questions embedded into dialogue, participants might
perceive the survey as a conversational exchange of ques-
tions and answers rather than as a task to be completed. This
corresponds with previous research in which users enjoyed
having playful interactions with a chatbot even though its
main purpose was to execute a propositional task [25]. By
grafting relational interaction onto a survey task, we intend
to increase user involvement, thus improving data quality.
To summarize, our work supports the notion that function-
ality and social interactivity are complementary rather than
separate [7, 25].

Comparison with Previous Work and Contribution. Our
main contribution in this work is the exploration of a possi-
ble text-based chatbot method for gathering user data. The
results of this study support previous findings that a virtual
agent can be used as an interview method. Our findings ad-
vance this line of research by addressing the following issues.
First, extending previous work in which researchers focused
on gathering ethnography [47] and responses to open-ended
questions [24], the current study examined the feasibility of
using a chatbot interviewer in a structured survey with Lik-
ert scale items. Second, It is also worth considering that our
experiment was conducted in the real world. We applied a
virtual agent system in a real-world setting and, unlike the re-
searchers in previous studies, did not impose any space-time
constraints. We were able to better understand authentic
user interactions with a virtual agent by using this method.
Third, we examined the effects of conversational interac-
tivity by controlling the virtual agent’s exterior features.

Most researchers in the field of virtual interviewers have fo-
cused on embodied agents with exterior features [2, 10, 27].
Providing a physical appearance heightens a virtual agent’s
perceived level of social presence, making people more likely
to consider the agent a social actor [34]. However, we dis-
covered that users could perceive the virtual agent to be a
relational partner with a social presence through the use of
well-tailored textual messages as well.

Limitations and Future Study. Some work remains to be
done before applying text-based virtual agents to actual re-
search. One of the limitations is that users may feel discour-
aged if their relational expectations toward the chatbot are
not satisfied. This suggests that a key challenge in using
chatbots could be the “gulf of execution [28].” Indeed, one
user reported, “Chatbot asked me the similar question over
and over again, even though I gave a proper answer.” Because
users perceived having a conversation with the chatbot as
social interaction, they expected that the chatbot would un-
derstand their words. In a survey, multiple items are used to
measure each construct to ensure the internal validity. How-
ever, such repeated questions can disappoint users of a chat-
bot survey system. Therefore, a new standard for obtaining
measurement validity should be determined to satisfy users’
relational expectations. In addition, several unexpected in-
conveniences in the chatbot survey interface were revealed
in this study, including was the impossibility of modifying
an answer. This could be improved by asking the user to
affirm that their answers are correct. For example, a chatbot
could summarize the respondent’s answers at the end of the
survey and ask if the user would like to change the original
answers. Our work provides future avenues for improving
the chatbot survey system.

6 CONCLUSIONS
Overall, a text-based chatbot can be a new and promising
method of gathering quantitative survey data. Our study
showed that the chatbot survey participants’ responses were
less satisficing, producing high-quality data. Moreover, trans-
forming a survey into an interaction encourages user engage-
ment, which leads to high-quality data. Taken together, these
findings provide support for the feasibility of using a text-
based chatbot as a virtual interviewer.
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